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1. Introduction 
 

The Business Intelligence enhances the integration of the innovation–creation processes, 

articulating the initiatives and operations designed for accelerating the business practices.  

The research and debate in this field allow the identification of contours and offensive or 

defensive methods of Business Intelligence, promoting the innovation and optimization and 

control of the technology transfer (geographically, interdisciplinary or cross-cultural). 

 In a knowledge-based society, the term “intelligence” is becoming more and more 

important for every level of the business society, from small and medium enterprises to 

multi-national companies, even if in many areas the concept is still new and somehow vague 

for executives. 

 Market globalization, the development of information technologies and Internet had 

increased the information needs and demanded for more powerful processing and analysis 

tools. The discipline that emerged in order to satisfy these needs is the Data Mining. It was 

born due to advances and interactivity in three domains: mathematics / statistics (allowing 

the creation of new efficient algorithms), the advances in the field of Artificial Intelligence 

and the database technologies (enhancing the possibility to store large amounts of data and 

having quick access to them). A broad definition given by (Zanasi, 1998) states that Data 

Mining is the ensemble of all the techniques that allow us to discover knowledge otherwise 

hidden in huge databases. The computer algorithms that make this possible are based on 

sophisticated mathematics and on new, intelligent ways of utilizing computer power. 

Throughout the financial industry, data mining is used by the financial companies 

with the aim of obtaining an advantage over their competitors. Banks, asset management or 
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consulting companies, they all own large amounts of data, collected from their current 

activity.  

Considering these applications of data mining in finance, our interest goes to the 

trading data analysis. Mining financial data presents some challenges, difficulties and 

sources of confusion. Considering the efficient market theory a long term trend it is unlikely 

to be found, but the data miners’ task is to determine short term trends, to validate them 

and be aware when they are not any more useful. Another important use of the financial 

data mining is the asses portfolios of products (financial products), aiming for optimal 

combinations. 

In this thesis we offer a view of the data mining methods used in the finance industry 

for analysis and forecasting and their application on the Romanian stock market and on the 

clustering of the American Dow Jones Indexes. Having an interdisciplinary nature, the main 

concepts are gathered from finance, statistics, and Machine Learning ( Genetic Algorithms). 

 In two of the chapters (2 and 3) we present the essential background theoretical 

knowledge gained while researching in these areas. We begin by offering a view on the 

developments made in the recent years in the field of automated trading on the world’s 

financial markets (Chapter 2), exposing the needs for such processes in the context of 

market globalization and increasing competition between players, although most of the 

evidence regarding the trading algorithms and the real dimension of the business remain 

partially undisclosed due to privacy reasons from the most brokers. 

 The third chapter presents the methodologies used in the field of Data Mining, 

describing a brief history of the discipline, and presenting the main process model. Next, we 

describe in more details the Data Mining methods, showing an insight on the classic 

methods such as statistical methods, ARIMA, Bayesian classification or nonparametric 

learning, but also the Evolutionary and Genetic algorithms. 

 The fourth chapter is dedicated to the quantitative trading, having the aim of 

describing all the necessary conditions in order to be able to automatically trade on the 

Romanian stock exchange.  

 We begin by exposing the general trends in the field of algorithmic trading, then 

showing in detail the parameters for the performance evaluation of the strategies and the 

historical simulation environment. We conduct a dedicated statistical research in order to 

identify the information efficiency level of the Romanian market and we dedicate a distinct 



7 

 

subchapter for the risk management issues. Next, we present the business model for the 

algorithmic trading, describing the specific methodology. We tested the proposed 

methodology on historical market data gathered from eleven stocks traded at Bucharest 

Stock Exchange and described our findings in the last part of the chapter. 

Combining the nature’s efficiency and the computer’s speed, the financial 

possibilities are almost limitless, states (Bauer, 1994), referring to the computational power 

when a Genetic Algorithm is used in the financial forecasts. 

Our approach in the fifth chapter is to obtain a business intelligence system 

prototype that uses financial data as input and by data mining techniques to group the 

stocks, considering only their price evolution during the same period of time, with the aim of 

finding new correlations and interesting, hidden, information. A clustering methodology 

proposed by  Kasabov et al. (Chan & Kasabov, 2004), (Chan, Kasabov, & Collins, 2005) that 

considers only the evolution in time of the gene values, we found interesting to test in this 

domain too. Our interest is to investigate if the indirect interactions between stocks could be 

assimilated to gene interactions, determining their future evolution. 
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2. The financial markets and the Data Mining techniques 
 

In the last ten years the collection of data has become a normal phenomenon for more and 

more businesses, especially the data regarding people and their behavior: phone calls made, 

shopping, visited places or financial transactions made. Back in 1999 it is said that Goldman 

Sachs, one of the leading investment banks in the US, was tracking more than one million 

time series, varying from financial instruments such as stocks and bonds to more personal 

information about their clients such as, for example, the vacations spending.  At the same 

time, the division for proprietary trading at Morgan Stanley was collecting 10 Gigabytes of 

data every day (Weigend, 1999). 

 It is difficult to evaluate the dimensions of the data collected and analyzed nowadays 

by the two companies, but we can estimate it by looking at the growth rate of the e-business 

sector in the last decade: from a value of 27 billion dollars in 2000 to 176 billion dollars in 

2011 (US Census Bureau, 2011) (Mulpuru, 2011).  

 In the field of financial transactions, the situation is even more impressive. In the last 

decade the financial market became almost fully electronic. The changes were so massive, 

that most of the trading is done automatically, based on trading algorithms (Aite Group, 

2010).  

 In our opinion, there are several factors that made this evolution so rapid. Between 

them we mention: 

1. One of the most important is the maturing of the Internet, the fact that in the 

modern society most of the people are now familiar with it and the rapid growth of the 

technology led to advances in the trading technology.  
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2. At the same time with the technology improvements, the investors became more 

sophisticated, needing quick execution systems, analysis instruments, in order to gain 

advantage in front of their competitors. 

3. The globalization of this area brought, as a consequence, less costly transactions and 

enhanced access to the global markets for the investors. The exchange mergers and 

acquisitions determined a more fluent development of the trading systems, the direction 

being one of compatibility between the various systems around the world. The emerging 

markets took the business models from the developed markets and created new structures 

on the same frame. 

4. This period was also one of maturity for the business models of the investment banks 

that evolved rapidly, creating a wide range of products, many of them very exotic, 

considered to satisfy the needs of the users and align the risk at predetermined levels. 

5. The variety of instruments needs powerful tools for computation and quick reactions, 

many of them being interrelated, acting in a cascade manner. The inter-market analysis 

became a preoccupation of the financial analysts, the inter-connectivity of the markets 

giving the possibility for quick rebalance of the portfolios, with multi-asset, multi-market 

instruments. 
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3. Computational intelligence methods and tools 

3.1  The data mining process 

 

Data mining is the process of employing one or more computer learning techniques 

to automatically analyze and extract data, according to (Richard J.Roiger, 2002). Another 

definition, given by (Edelstein, 1999) states that data mining involves the use of 

sophisticated data analysis tools to discover previously unknown, valid patterns and 

relationships in large data sets. A simple definition chosen by (Nitchi & Avram-Nitchi, 1997) 

considers the data mining as the process of extracting predictive information hidden in large 

datasets. 

The data mining has three major roots from which developed. The first is the 

statistics. Most of the data mining methods are based on a classic statistical approach. The 

techniques were developed with the aim of improving the usual statistical methods. The 

concepts of regression, standard deviation, distribution, variance, clustering, classification, 

confidence intervals are usually used by the data mining technologies and they represent the 

foundation of many modern algorithms. 

The second component that influenced the data mining is the Artificial Intelligence 

approach. The AI attempts to model processes specific to the human mind, opposed in a way 

to the statistics. The AI concepts became more and more used along with the technologic 

capabilities increasing. They require high computational power, which always represented 

an issue, as the dimension of the problems increased   with the same speed as the storage 

capacities and processing speed increased. 

The third discipline that helped the development of the data mining is the databases. 

The databases concentrate on large-scale data. While for a statistician data mining is the 

inference of the models, for a database person data mining is a form of analytic processing 
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(queries that examine large amounts of data) (Anand Rajaraman, 2011). The results of the 

same problem will be a query answer for the person involved in databases and the 

parameters of a model for the statistician. 

The data mining can be defined as the union of the developments in statistics, AI and 

databases. The success of the data mining consists in the fact that managed to obtain (by 

applying its methods) hidden knowledge from the analysis of large amounts of data, 

probably impossible to find otherwise. It shows the difference between data and 

information: data mining transforms data into information. 

For the success of a data mining implementation, systematization is needed on the 

form of a process model. In the literature we found a few models developed by the software 

producers or other interested organizations. They described the necessary steps of the 

process, leading the user from gathering the data until collecting the results. The most well-

known models, according to (Edelstein, 1999), are 5A, developed by SPSS, SEMMA, proposed 

by SAS, but the one that caught most of the attention in the field was CRISP-DM, launched 

by a consortium of companies: NCR, Daimler-Benz, SPSS and OHRA.  

 

3.2  The data mining methods 

 

A variety of methods for data mining exists, depending on the goals proposed. There is a 

need for understanding them, their interconnectivity and classification. Two large categories 

can be defined: the exploration-oriented and discovery-oriented methods. (Sayad, 2011) The 

exploration methods are used to explain the past and bring into attention important aspects 

of the data, while the discovery methods try to build models. 

The explorative methods study the value of a hypothesis, using generally the 

statistical methods (variance analysis, T-test, ANOVA). While, by principle, Data Mining tries 

to find new, useful knowledge about the data, the explorative methods remain less 

associated with the concept of Data Mining, while the discovery methods focus on its main 

objectives: models creation. 

The discovery methods are following two principal ways to achieve their task. One is 

based on prediction and the other on description. The description methods interpret the 

data, studying the relations between data. The prediction methods focus on the behavior of 

data, creating models and based on them to predict the future values of the studied 



12 

 

variables, but also arrange the data in a way that becomes understandable and useful for the 

end-user. These techniques are usually based on induction, the model learning some rules 

from a sample dataset and then tested on fresh data, until a certain acceptable level of 

accuracy is obtained. 

 A different approach in classifying the methods comes from the machine learning 

area: supervised and unsupervised learning. The supervised learning aims to define a 

function from supervised data that should predict the output value for a given input. This 

type of learning is based on classification or regression, which of them being used depending 

on the type of the problem in study. The unsupervised learning works with unlabeled data 

and has the target to discover a structure of the data. (Bishop, 2006) (Witten & Frank, 2005) 

The Data Mining methods are under the influence of some parameters like: the data, 

the data types and the algorithms applied.  

A data mining system must be properly integrated to be able to use it in a continuous 

manner. The most important issue is the relation with the database management system. 

Either is an offline or online analysis data mining system, the access to the database must be 

excellent designed.  

 

3.3  Evolutionary methods 

 

The growing rate of the data stored in databases led to a high need of quick analysis of the 

data, as valuable information resides in it. As the number of analysts is limited and also their 

capacity, the need of automatic processing and analysis has arisen. Besides the methods 

presented in the previous chapter, we propose the use of evolutionary methods for data 

mining, and in particular the genetic algorithms (GA). 

The use of evolutionary algorithms is represented by stochastic search techniques, 

based on the abstraction of biological evolution (reproduction, mutation, recombination, 

selection). Each of the individuals of a certain studied population is considered a candidate 

solution. A fitness function evaluates them and calculates the quality of the solution. In this 

way, using natural selection, the individuals evolve through a selection procedure. Operators 

based on genetics are applied with pre-defined probabilities in this procedure so the 

stronger the “gene” of an individual, the higher the possibility for parts of its candidate 
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solution to be transmitted to later generations of individuals. The mutations could result in 

genes that do not exist in the individuals of the first population. In opposition, if the 

operators are stochastic crossover operators, the gene values will not change, but they will 

be swapped between individuals. 

 The evolutionary algorithms can be used to solve problems in many areas of 

research, the two main issues being to choose the individual representation (which 

candidate solution an individual represents) and the fitness function to evaluate the 

individuals.  

 In problems of rule-discovery the individual is represented by a candidate rule or 

rules and the fitness function is represented by the measurement of the rules quality. The 

best rules of a generation will be selected and a genetic operator will transform the 

candidate rules into a new set of rules. In contrast with other algorithms, the evolutionary 

algorithms, by using stochastic operators, perform a global search of the rule space, a single 

operator being able to change a large number of the rule set. They also perform a complete 

evaluation on a candidate rule set, not leaving partial candidate rules. At the same time they 

have a high computational power, working with populations of candidates rules at a time. 

 In practice, it is recommended to use a combination between an induction algorithm 

and an evolutionary one, in order to gain improved results in the data mining tasks (Freitas 

A. A., 2002). 

4      Quantitative trading 

4.1 Overview on the Algorithmic Trading 

 

The quantitative trading represents the process of securities trading automatically by a 

computer algorithm, without the direct interaction of a human, or according to Chan (Chan 

E. P., 2008) the trading based strictly on the buy/sell decisions of computer algorithms. 

A report published by Aite Group (Aite Group, 2009) shows that in the past three 

years the algorithmic trading became dominant in the financial markets, with an impressive 

year to year growth. In 2009 the estimation made was that 70% of the daily traded volumes 

in US equities were realized in this automated way. This expansion in the recent years was 

stimulated by the large profitability the algorithms are providing. According to a FixProtocol 
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(Donefer, 2008) report the total profit resulted annually from the quantitative automated 

trading is around 20 billion dollars. 

The algorithms are developed considering strategies used by traders, based on the 

historical data available, tested and improved. In this way, competitive strategies were 

created, obtaining automated solutions that will react quickly at the market changing 

conditions.  

Most of the algorithms are high-frequency trading algorithms. The difference between high-

frequency and low-frequency strategies is that in the first case a very low profit per trade is 

the target of the investment, a large capital is involved and of course the number of trades in 

a strategy is very high, trying to exploit most of the market movements. Positions are usually 

closed in the same day with very small profit, but the number of profitable trades should 

lead to comfortable gains. 

Even if it is based historical data, it should not be confounded with the technical 

analysis. The technical analysis can be a part of the quantitative strategy if it can be input 

using a programming language. Also fundamental data can be incorporated in a strategy, 

news or comments about a certain company. The computational power of the machines can 

be used to make comparisons for fundamentals of thousands of companies or to interpret 

recent news much quicker than actually a person could read and understand it. 

   One important consequence of the development of the algorithmic trading is that the 

markets in which it activates become more efficient. The trading algorithms tend to exploit 

more and more the market inefficiencies, the new information being absorbed in the price 

more quickly. Another consequence is the increased liquidity generated by the high 

frequency strategies, a great benefit for the markets. The liquidity benefit in the markets 

where the trading algorithms are present consist also in lower costs for all the investors 

because of the smaller bid/ask spread and a lower risk for the investments, specifically the 

counterparty risk.  

Nevertheless the trading algorithms lead to advances in computational power 

research, determining progress in computer science technology regarding the efficiency of 

the trading systems. In the recent years the execution time for the trades declined 

tremendously, because of the increased need of rapidity, concerning the trading algorithms. 

The competition between the algorithms developers, institutions or individuals that use 

them takes place not only on the market but also on the infrastructure built to support and 
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increase the efficiency of the algorithms. A direct consequence of the technology advance is 

the dramatic reduce of the minimum period for an investment. The holding period can be 

reduced to seconds now. 

The algorithmic trading is applied to foreign exchange markets, equities, futures and 

other derivatives. In the recent years more and more exotic products were developed to 

feed the need of the investors for risk, from hedging to extreme leverage. The dissemination 

of news, the speed and quality of financial analysis, the possibility of a very quick reaction to 

news led to more efficient markets, transparent and trustworthy for the investors.  

The trading process has simplified along the years. The automation of quotations, the 

possibility to visualize live quotations and place orders in the market without the direct help 

of a broker, mean less costs for the clients. The main errors that were reduced due to 

technology improvements were the risk that the quotations transmitted to the client to be 

outdated (a trader was needed before, to check and communicate the quotations via phone 

or other slower methods) or the possibility not to understand right the quotations told. 

According to a report released by Aite Group (Aite Group, 2010) in Europe the trades 

executed via algorithms or using Direct Market Acces increased to more than 50%, while in 

US the percentage is above 70%. The sophistication of the traditional customers and the new 

preferences for the algorithmic trading made the brokers to diversify their offer. The trend 

of electronic trading gaining more and more from the market is considered to continue in 

the following years. The report estimates that almost 100% of US equities to be traded in 

this way in 2010. 

But as trading using algorithms became more and more popular, the clients gained 

more knowledge in this domain and request more and more advanced technologies. This 

evolution is leading to a change in the types of algorithms used. The high volatility in the 

markets during the last 2 years changed the preferences for more adaptive algorithms, the 

classic volume data based, becoming less popular. Real time analysis, risk management and 

news processing are requested in order to adapt quickly to the changing market conditions. 

They must incorporate real time variables and adjust dynamically the trading strategy.  
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4.2 An automatic trading strategy designed for Bucharest Stock Exchange 

stocks 

4.2.1  Motivation 

 

The use of technical analysis indicators in decision making for stock investments stays a 

controversial subject, being appreciated by some investors, but rejected by others (Edwards, 

Magee, & Bassetti, 2007). While professionals and researchers from the academic world 

developed new methods and indicators, live or simulated tests are needed to validate them 

(Silaghi & Robu, 2005). 

The price prediction is a very complex issue, and selecting the right technical 

indicators for the analysis of a particular stock is one of the first preoccupations of the 

investors that use the technical analysis. One difficulty is the tuning of the parameters of 

these indicators in a way that makes their signals correct in a percentage as high as possible 

(Bodas-Sagi, Fernández, Hidalgo, Soltero, & Risco-Martín, 2009). While the behavior of the 

stocks is different from one to another and changes during time, the choice of parameters’ 

values becomes a difficult task without the help of an advanced computational method. 

The data mining methods are considered to be a smart choice for selecting the right 

technical indicators, allowing tests on very large datasets (an essential condition, regarding 

the large volume of financial data available) and many combinations of parameters’ values, 

combining daily, weekly or monthly prices for tests (Bodas-Sagi, Fernández, Hidalgo, Soltero, 

& Risco-Martín, 2009) (Silaghi & Robu, 2005).  

Our objective is to propose a methodology that combines different technical 

indicators, based on tests conducted over data sets gathered from the international or local 

stock markets, and obtaining buy or sell signals with an improved accuracy, compared to the 

results obtained using the use of a singular indicator, comparing the results with other 

research conducted. 
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4.2.2  Proposed methodology 

 

The signal indicator considered in our model proposal is a combination of three momentum 

indicators used by the technical analysis and the benchmark will be if a signal aggregation 

will lead to better results than the signals gathered individually from the indicators. 

The three indicators are MACD (Moving Average Convergence-Divergence), ROC (Price Rate 

of Change) and STS (Stochastic Oscillator). 

 

• MACD is a widely used indicator and tracks the changes in strength, direction, 

momentum and direction of a trend. It is calculated considering the Exponential Moving 

Average (EMA) for two different periods and compares them (Gerald, 1999). 

The formula for calculating an EMA at a certain point is the following: 

���� � ��������� �	
��
� � �������,   (4.35) 

where � is a constant smoothing factor expressed like a percent or as the number of periods 

. 

 

Generally,  

EMA= �� �	� � �1���	� � �1����	� � �1����	� � � �.  (4.36) 

The weighting factor in each data point (p) is decreasing exponentially, so the older 

the data point, the less influence will have in the result. 

Next, the MACD formula is the following: 

MACD � ���� � ����  , where a < b.   (4.37) 

The trade signals are given when the EMA for the shorter period increases at a higher 

value than the longer EMA (���� � ����) - a buy signal -  or the shorter EMA becomes 

smaller than the longer EMA����� � �����. 

 

• The Price Rate of Change (ROC) indicator is an oscillator that calculates the 

movement of the price between the current time price and the one of n periods of time 

before. 

 

The calculation formula is the following: 
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��� � �
��
� � �
��
��
    (4.38) 

 or the relative value: 

���% �
�������

����

� 100    (4.39) 

where t is the current time and n is the number of periods of time in the back. 

The ROC signals when a certain stock is overbought or oversold, the trading signals occurring 

when a divergence appear against the current price evolution. 

 

• The Stochastic Oscillator measures the momentum of the market by considering the 

trading range from a certain period of time (Lane, 1984). 

 

For the calculation we use the following formulas: 

%K � 100 
���

���
     (4.40) 

where C represents the closing price of the stock, L the lowest price for the period, while H is 

the maximum price. 

%D = 3 period MA(%K),     (4.41) 

where MA(%K) is the moving average of %K. 

The algorithm gets in touch with two independent entities and an efficient 

communication between them must be assured. First the database from which the data for 

analysis is gathered in real time. This is a one way communication, from the database to the 

system. An important issue is the consistency of the data, missing or unformatted data is not 

acceptable, the technical indicators being very sensitive. 

The other entity is the market (e.g. Stock Exchange). A mutual communication is 

needed in this case. The system sends trading orders to the market and the market sends 

responses whether they were executed or not. A very stable and fast connection is needed 

between the two, the execution speed being a very important factor for the success of a 

trading algorithm, sometimes the precision must be of milliseconds (Chaboud, Chiquoine, 

Hjalmarsson, & Vega, 2009). 

Inside the system, the trading algorithm is the core. All other processes send their 

signals to the algorithm, which reacts depending on the calculations made, deciding whether 

to send orders to the market, close the open positions or not to react at all, just wait for the 

data to change so new information becomes available (Moldovan, Moca, & Nitchi, 2011). 
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The system will perform additional tasks, in addition to the trading signal 

aggregation. These tasks are the open positions management and risk management. 

Figure 1 shows the integration of the algorithm in the whole system. 

 

 

Figure 1. Integration 

The functionality of the system depends not only on the optimal design, but also on 

the programming language used.  (Russell & Yoon, 2005) consider the .Net framework the 

most appropriate due to its superior flexibility, scalability compatibility and interoperability. 

Before entering a trading order, the system must do some validations regarding the 

management of the positions owned and the risk management.  

A very often verification of the trading signal must be performed (this interval can be 

settled depending on the trading strategy, whether it will be a high frequency trading or 

not). If a signal was issued the status of the current open positions must be checked. An 

exposure limit that was reached will not allow an order to get in the market. 

4.2.3 Experimental results 

 

For implementing the methodology we used the AFL – Amibroker Formula Language 

(Amibroker), a programming language used to develop custom indicators, setup the risk 

management and back-testing. 

For testing the proposed methodology we chose a group of eleven stocks from the 

Bucharest Stock Exchange, components of the BET and BET-Fi indexes. They are among the 
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most liquid stocks on the market; therefore we considered them as the most relevant for 

testing the strategy. The time series containing the companies’ evolutions start from January 

2007, ending July 2011, with a number of approximately 50000 records each. The price 

history is recorded with a frequency of five minutes during the period mentioned above.  

To define the benchmarks for the tests we considered several approaches. First, we 

tested the system against strategies using only one indicator, in accordance with our 

declared aim, of obtaining better results in trading by composing the signals of several 

indicators in order to perform better than the strategies using only one of the indicators.  

Secondly, we compared the performances of the two indexes, BET and BET-FI (the 

„Buy and Hold” strategy). We compared the results in different time frames, one for the 

whole period and others for each year, in order to identify the behavior and performances of 

the system during different phases of the market. The „Buy and Hold” strategy assumes that 

the index is bought on the first day of the trading period and is sold in the last day, having 

only two trades for the whole period.  

 Another useful benchmark is the risk-free interest, which even if it belongs to a 

different category of risk it can be considered a base reference for every type of investment. 

More, it is used in the calculation of several fitness or performance indicators.  

In the next table we provide the interest value for every year considered in our 

analysis and the benchmark indexes values (year to year percentage evolution). For the risk-

free interest rate we used the policy rate determined by the National Bank of Romania. 

Table 1. Benchmark values 

 2007 2008 2009 2010 2011 Overall 

Interest rate 7.42% 9.75% 9.06% 6.26% 6.25% 41.15% 

BET 16.29% -69.68% 57.2% 10.89% -15.15% -44.36% 

BET-FI 14.95% -83.62% 83.33% -10.09% -21.02% -74.19% 

MACD 19.73% -53.88% 73.85% -30.75 -19.16% -45.13% 

ROC -2.74% -8.35% 14.43% -34.94% -35.4% -60.3% 

St. Oscillator 18.9% -21.88% 86% -3.93% -7.03% 53.13% 

Proposed 

methodology 

13.98% 8.27% 81.81%  3.45% 14.26% 146% 
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We can note that overall, the benchmark indexes had a negative performance, the 

investment in the stocks composing them generating significant losses in the case of a 

strategy of „Buy and Hold”. One can identify though periods with high volatility and positive 

returns. 

From the strategies using the technical indicators, only the Stochastic Oscillator 

proved to be winning overall. 

Since the market where we tested our proposed methodology allows only long 

positions (no short selling allowed) we tuned the parameters of the technical indicators in 

order to identify and take profit of the up trends and to avoid the as much as possible the 

falls of the market. Therefore the system has limitations concerning its use on the markets 

where short selling is permitted since it has not been tested for opening short positions. The 

only sells allowed were for closing the long positions. 

 The virtual initial equity for our tests was defined at 100000 RON, considering the 

reduced liquidity of the market. The indicators were calculated using hourly time series, 

generating in this way a sufficient number of trades to be conclusive for the tests.  

  Regarding the risk management, we determined the minimum position value to be of 

10000 RON, and the maximum drawdown for a trade at 5%. 

 The tests were conducted in two directions, first considering a year to year approach, 

in this way resetting the portfolios at the beginning of each year to 100000 RON, not 

including the performance obtained during the past year; in the second approach we 

performed a test for the whole period, assuming that all the profits are reinvested, no cash 

withdraw being made and also no cash input. A commission per trade of 0.3% was taken into 

account when we evaluated the results. 

4.3 Conclusion  

 

The use of technical analysis indicators in decision making for stock investments stays a 

controversial subject, being appreciated by some investors, but rejected by others. While 

professionals and researchers from the academic world developed new methods and 

indicators, live or simulated tests are needed to validate them. 

Following the statistical tests we applied on the daily returns of the Romanian stock 

index Bet-Fi, linear and non-linear correlations were found, the price of the stocks being 
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mostly influenced by the new information that arrives in the market, the random walk 

hypothesis being rejected. We cannot sustain the existence of a weak form of information 

efficiency in this case, the usefulness of technical analysis not being rejected. 

The combination of the three indicators in getting trading signals was successfully 

tested using the AFL –Amibroker Formula Language (Amibroker). We conducted the tests on 

time series for the period of 2007-2011 gathered from stocks traded on the Bucharest Stock 

Exchange and consistent results were obtained. Even the conditions imposed led to a 

prudent approach, the system, generally, performed better than the benchmarks and 

showing a very accurate control of the losses. Even in some cases the strategy using signals 

from an individual indicator performed better than system proposed by us, the overall 

results showed the approach of aggregating signals from the three indicators as being more 

effective. 

For optimizing the system, we consider an integration with a Genetic Algorithm or 

other adaptive method is a highly desirable solution in order to tune up the parameters of 

the indicators in a quick and reliable way, but also they can be used in the discovery of new 

trading rules.  

A combination between automatically discovered trading rules and others discovered 

by experts’ observations could be a performing way of setting up the automated trading 

system. 

Considering that every individual has different risk averseness, the risk-return balance must 

be controlled, which may lead in a development of an evolutionary trading system. 

A limitation of the state of the art knowledge about developments in this field is a 

fact that could be an obstacle in the study, in most cases the developers of the algorithms do 

not make public the results and the methodology used. 

5. Learning the stock market sectors 

5.1 Overview 

 

The behavior in time of a single stock can’t describe the evolution of the entire market, but 

studied alongside with other ones, weighting their importance, one can tell the main 

direction of the group. For this reason stock indexes were created. In reverse, it is easier to 
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forecast the price evolution of a single stock, taken away from a group where most of the 

stocks have a similar behavior.  

A stock market index is a method for measuring a section of the market. In the last 

few decades, indexing has been a strong preoccupation for every fund manager, raising the 

performance expectations (Burr, 2005). Created by financial services companies or news 

providers, the indexes are the first benchmark for the performance of a portfolio. 

There are many types of indexes, based on the size, specific sector, type of 

management or other criteria considered useful by their creators. Our approach is to obtain 

a business intelligence system prototype that uses financial data as input and by data mining 

techniques to group the stocks, considering only their price evolution during the same 

period of time, with the aim of finding new correlations and interesting, hidden, information. 

A clustering methodology proposed by prof. Kasabov et al. (Chan & Kasabov, 2004), (Chan, 

Kasabov, & Collins, 2005) that  considers only the evolution in time of the gene values, we 

found interesting to test in this domain too. Our aim is to investigate if the indirect 

interactions between stocks could be assimilated to gene interactions, determining their 

future evolution. For experimentation we chose the 65 companies (traded on the New York 

Stock Exchange and NASDAQ) composing the DJA index. Since the number of cases is 

relatively small, the results will be easier to understand and verify.  

5.2  Financial data clustering 

 

A stock time-series clustering becomes valid if the price fluctuations within a group 

are correlated, and the price fluctuations between groups are uncorrelated, or less 

correlated. 

 Clustering statistics will tell how closely the stocks in a group resemble to each other. 

Differentiation between groups must be seen, in order to argue the need of the 

clusterization, which will lead us to a possible application of the financial clustering: by 

analyzing a stock’s evolution we will determine which group the most behaves like, which is 

not necessarily the group the Dow Jones categorized it as.   

As discussed in (Chan, Kasabov, & Collins, 2005), the possibilities of choosing a 

clustering algorithm vary from the classic K-means clustering, hierarchical clustering, Tree-

based algorithm to the newer Autoregressive models, B-splines and the Multiple Linear 
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Regression Models (MLR).The last choice was chosen for the gene trajectory clustering. To 

solve the problem of the local optimization method used by the clustering method, the 

Genetic Algorithm was applied, obtaining a hybrid algorithm.   

 

 

 

For the financial data to fit the GNetXP rigors we needed to make a preprocessing. 

For our tests we considered the daily adjusted close price for the stocks found in DJA’s 

composition between the years 2000 and 2007.  It is divided in three sub indexes (Dow Jones 

Industrial Average, Dow Jones Transportation Average and Dow Jones Utility Average) by the 

main field of activity of the companies composing it. 

First level learning: GA 

Population 

Initialization 

Reproduction 

1.Uniform Crossover 

Final Clusters 

Fitness Evaluation 

Selection 

Second level 

learning: EM 
EM learning 

Figure 2. The clustering algorithm design (Chan, Kasabov, & Collins, 2005) 
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Figure 3. Dow Jones Composite Average components 

We downloaded the historic data available on Yahoo! Finance
1
 for each stock. The 

price itself doesn’t say much about a stock’s value among the others, a unique measure was 

needed to benchmark the performances. We started by calculating the daily logarithmic 

return of each stock, to obtain a homogeneous image of their evolution during the periods. 

To be able to project the data as trajectories we scaled it, considering a start point for every 

stock at 100 points at the beginning of every year, and applied the logarithmic return 

obtained at the previous step. Figure 4 shows the year 2000 data, ready for being tested.  

 

Figure 4. Data ready for testing 

                                                             
1
 http://finance.yahoo.com 
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5.3  Experiments results 

 

We applied the procedure presented above for each of the eight datasets, from year 

2000 to 2007. To obtain accurate results we ran the algorithm 30 times for each year. The 

hybrid algorithm performed as planned, just a few of the clusters being different from run to 

run.  

 Our interest in analyzing the results was on three directions:  

• to observe the performance of the algorithm and to make sure the log likelihoods of 

the clustering are at an acceptable level;  

• to see how the stocks are grouped, compared to the natural classification, based on 

industry; 

• to find new, interesting correlations between stocks, from an economical point of 

view (Moldovan & Silaghi, 2009). 
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Figure 5. Cluster trajectories obtained for different number of clusters 

 

5.4  Conclusion 

 

Our interests were in creating a business intelligence system prototype with use in financial 

data analysis, by help of the data mining processes.  

After preprocessing the data, the algorithm was tested and the results were 

encouraging to continue the research. Considering the cluster analysis we concluded that 

the algorithm fitted well the data and it was appropriate for clustering the financial data.  

The results showed that in many cases the natural division of the stocks is not the 

most adequate, and there are many correlations between stocks, that should be considered 

when investing.    
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We also found that building clusters using the proposed methodology is time 

consuming and for a more complex research or a system that needs almost real time results 

update there is a need for more powerful computational resources, such as the parallel 

computing. 

6 Concluding remarks and future development 

 

We organized the thesis into four main parts, from which the first two (Chapter 2 and 3) 

represented the theoretical support for the research, providing the necessary background in 

order to obtain an essential part of the knowledge needed before proceeding with the 

practical investigations. The two chapters provide both the business information and the 

methodologies for the research. 

 Our aims were to offer a business model for automated trading on the Romanian 

financial market, work detailed in chapter 4 and to investigate the possibility of application 

in finance of a methodology first used in the gene trajectory in medicine by  (Chan & 

Kasabov, 2004) (Chan, Kasabov, & Collins, 2005), which we presented in chapter 5. 

From the bibliographic research we found some insights in the domain of Financial 

Data Mining, we discovered the parameters of development of the financial sector, 

emphasizing the main interest and trends in the area of intelligent computational methods 

applied in finance.  The data mining techniques can be approached to analyze financial 

time series, to find patterns and detect anomalies in the price behavior or to determine 

scenarios with a high-probability of success or risk. It may also be able to predict price 

movements, improve indicators and techniques, by the use of powerful intelligent methods 

such as neural networks or Genetic Algorithm and to combine the methods in order to 

obtain high accuracy predictions. 

 In the first part of Chapter 3 we described the general model of the Data Mining 

process, presenting the CRISP-DM model in particular, being also the model adopted by us 

for the research. 

Our findings after the study of the opportunity of using intelligent methods to 

analyze the financial data were that they are recommended by the professionals in the 

industry as very powerful tools for forecasting and there is a large inter-operability of the 

methods between very different domains. 
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Chapter 4 was dedicated to the study of quantitative trading, describing the steps in 

building a completely automatic trading strategy, defining the parameters of performance 

evaluation and risk management.  

The combination of the three indicators in getting trading signals was successfully 

tested. The tests were conducted on time series for the period of 2007-2011 gathered from 

stocks traded on the Bucharest Stock Exchange and consistent results were obtained. Even 

the conditions imposed led to a prudent approach, the system, generally, performed better 

than the benchmarks and showing a very accurate control of the losses. Even in some cases 

the a strategy using signals from an individual indicator performed better than system 

proposed by us, the overall results showed the approach of aggregating signals from the 

three indicators as being more effective. 

We consider the integration with a Genetic Algorithm as a highly desirable solution in 

order to tune up the parameters of the indicators in a quick and reliable way, but also can be 

used in the discovery of new trading rules.  

A combination between automatically discovered trading rules and others discovered 

by experts’ observations could be a performing way of setting up the automated trading 

system. Considering that every individual has different risk averseness, the risk-return 

balance must be controlled, which may lead in a development of an evolutionary trading 

system. 

Our interests shown in the fifth chapter were in creating a business intelligence 

system prototype with use in financial data analysis, by help of the data mining processes.  

The approach was to try to apply in finance a methodology first used in a different 

domain (medicine): the gene trajectory study. Our aim was to find if natural division of the 

stocks, grouped in indexes, by natural reasons, such as their activity profile is the best 

solution. More, some correlations between stocks were expected and a wish for economic 

and logical explanations for these facts. 

 Considering the cluster analysis we concluded that the algorithm fitted well the data 

and it was appropriate for clustering the financial data.  

The results showed that in many cases the natural division of the stocks is not the 

most adequate, and there are many correlations between stocks, that should be considered 

when investing.    
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 Considering the business cluster analysis, we conclude that the GTC algorithm applied 

was appropriate for clustering the financial data and that there are many cases when the 

natural division of the stocks by the company profile is not a solution for grouping them, 

finding the technology companies uncorrelated with each other, and the banks correlated 

only in the last three years. 

We also identified an area for improvement in use for the method tested: while the 

processing time was found to be long (between 4 to 5 minutes) and this could cause 

problems when used for active investing, in a real time environment, a distributed 

processing solution could be the answer. 
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